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Abstract. Linked Data has emerged as the preferred method for pub-
lishing and sharing cultural heritage data. One of the main challenges for
museums is that the defacto standard ontology (CIDOC CRM) is com-
plex and museums lack expertise in semantic web technologies. In this
paper we describe the methodology and tools we used to create 5-star
Linked Data for 14 American art museums with a team of 12 computer
science students and 30 representatives from the museums who mostly
lacked expertise in Semantic Web technologies. The project was com-
pleted over a period of 18 months and generated 99 mapping files and
9,357 artist links, producing a total of 2,714 R2RML rules and 9.7M
triples. More importantly, the project produced a number of open source
tools for generating high-quality linked data and resulted in a set of
lessons learned that can be applied in future projects.
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1 Introduction

There is growing interest in Linked Open Data (LOD) among museums and
the cultural heritage sector. In recent years it has gained traction because most
museums are interested in using technology to reach new audiences, collaborate
with other museums, deepen research, and help audiences of all ages experience,
learn about, appreciate, and enjoy art. In fact, these concepts and others that
characterize features of LOD inspired 14 art museums to form a collaborative to
learn about and implement LOD within their respective museums and set the
stage for the broader art-museum community to explore LOD.

The goals of the American Art Collaborative (AAC)7 are to learn about LOD;
create and publish a critical mass of LOD drawn from the collections of the 14

7 http://americanartcollaborative.org/
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museums that will be made available on the Internet for researchers, educators,
developers, and the general public; test LOD reconciliation methods; develop
open-source production and reconciliation tools; demonstrate the value of LOD
through a prototype browse application; and publish good practices guidelines
to help the broader museum community learn about and implement LOD.

Towards these goals, we built 5-star Linked Data (actually, we built 7-star
linked data [1], which is 5-star data with an explicit meta-data schema and data
validation) for 13 museums8 by applying existing tools and developing new tools
where needed to map and link the data. The project involved a number of differ-
ent communities of users: about 30 representatives from the various museums,
very knowledgeable about art, but inexperienced in Linked Data or ontologies,
5 Semantic Web experts who provided guidance and direction on the project,
12 USC students, inexperienced in art and the Semantic Web, who both helped
develop new tools and applied the tools to the provided data, and 3 experts in
the CIDOC CRM ontology who reviewed the data mappings at various stages
of the project. In every stage of the project, all of these different communities
were engaged in one way or another.

The three main thrusts of the project are mapping the data to a common
cultural heritage ontology, linking the data to other resources, and then using
the results to allow users to explore the data. For mapping the data, the AAC
chose the CIDOC Conceptual Reference Model (CRM)9 as its ontology. The
CRM (ISO 21127:2006) is an extensive cultural heritage ontology containing
82 classes and 263 properties, including classes to represent a wide variety of
events, concepts, and physical properties. The USC students used Karma [2]
to align the museum data to the ontology. Given the complexity of the CRM
ontology, the AAC project developed a Mapping Validation tool to guide the
students in performing the mapping and validating them using queries to the
actual data. For linking, the project focused on linking the artists to the Getty
Union List of Artist Names (ULAN), a widely-used knowledge base of artists. To
ensure high-quality links, we developed a link review tool that allowed museum
representatives to review candidate links to make a final decision about whether
each entity was the same as an entity listed in ULAN. To use the data, we
developed an application that allows a user to explore the data by museum,
artist, or artwork.

In the remainder of this paper, we will present the details of each thrust of
the project (mapping, linking, and using) along with the lessons learned. We
also compare the project to other related work and conclude with a discussion
of the results, impact, and future work.

2 Mapping the Data

Managing the data: The first step in the project was to map the data from
each museum to the CRM ontology. Since each museum had as many as 14 data

8 The Yale Center for British Art had already mapped and linked their data, so we
only needed to build Linked Data for 13 of the 14 museums in the AAC.

9 http://www.cidoc-crm.org/
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Table 1. The AAC mapping process

Museum Format Files Mappings People Commits Issues

Archives of American Art xls 5 5 5 67 17
Amon Carter Museum xml 2 3 7 195 17

Autry Museum xlsx 6 6 9 309 68
Crystal Bridges Museum csv 8 14 7 572 76

Colby College Museum of Art json 1 2 7 345 31
Dallas Museum of Art csv 2 2 3 250 11

Gilcrease Museum xlsx 9 12 5 447 24
Indianapolis Museum of Art json 3 3 6 214 16

National Museum of Wildlife Art csv 2 3 6 196 9
National Portrait Gallery xlsx 11 12 7 334 75

Princeton University Art Museum json 10 11 7 421 53
Smithsonian American Art Museum csv 11 14 4 408 49

Walters Art Museum xml 6 12 6 878 28

Total 4 76 99 4,636 474

files, all in different formats, just managing the data from the 13 museums was
a challenge. We addressed the data management problem by using the GitHub
source control system to manage all project data. We set up one repository for
each museum and taught the museums how to upload their data. In addition,
each GitHub repository organizes and stores all the resources associated with
each data set: the mappings that specify how each data set is mapped to the
CRM ontology; visualizations of the mappings that enable non-technical museum
personnel to review the mappings; the resulting RDF data that is then loaded
into the triplestore; and the issues identified by CRM experts, and discussions
that led to their resolution.

Table 1 provides the details of the use of GitHub for the data that we received
from the museums, including the format of the data provided, the number of files
(we only counted the ones we actually mapped), the number of mappings (each
file can have more than one mapping to different classes), the number of people
involved in creating and refining the mappings, the total number of GitHub
commits, and the number of issues identified and discussed on the GitHub issue
tracker. Note that all of this information is available online.10

Mapping the data: After the raw data was uploaded to GitHub, the next
and most difficult challenge, was mapping the data to the CRM domain ontology.
This was challenging for several reasons. First, there was a lot of data, much
more than we originally expected since it included data about artists, artwork,
exhibitions and bibliographies, as well as collection data from the Smithsonian
Archives of American Art. Second, the CRM ontology is very complicated and
requires significant expertise to understand and use. Third, the pool of students
that we had available to work on this project were skilled undergraduate and
masters students in computer science, but they were not experts in the Semantic
Web, cultural heritage data, or the CRM ontology.

10 http://github.com/american-art
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In previous work, we developed the Karma information integration system,
a semi-automated tool for mapping data sources to a domain ontology [2, 3].
Karma supports a wide variety of source types, has a machine learning capability
to provide recommendations on the mappings to an ontology, and has an intuitive
graphical interface for visualizing and refining mappings. Figure 1 provides a
fragment of a screen shot of the use of Karma to map one of the datasets to the
CRM ontology. In the screenshot, the graph showing the mapping is shown at
the top of the figure, the attribute names and an analysis of the distribution of
the data for that attribution are shown in the blue and green rectangles, and
the data is shown at the bottom.

After completing a mapping or updating it to address an issue, users can
publish the mapping (R2RML file) and associated resources (report of all data
transformations and visualization of the mapping) to GitHub using Karma. Fig-
ure 2 shows a visualization of a mapping. In addition, the R2RML mapping is
applied to the raw data to create RDF triples, which are subsequently loaded
into the triplestore and posted on GitHub.

We started the mapping process with a team of USC computer science stu-
dents in January 2016. The students quickly became proficient in Karma and
worked closely with a local CRM expert to begin the mapping process for the
data from the National Portrait Gallery. Because of the complexity of the CRM
ontology, it took several iterations to create a mapping that satisfied the expert.
Other students worked on mapping the data from other museums and by the end
of the spring semester 2016, we had built mappings for a half a dozen museums.

Review by a different CRM expert revealed many issues with the mappings.
Some issues resulted from inconsistencies in the mappings produced by different
students. Interestingly, some issues revealed disagreements among CRM experts
who had previously worked together. Students updated the mappings according
to guidance provided in the discussion forum associated with each issue. The

Fig. 1. Screen shot of Karma building a mapping of the National Portrait Gallery data
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Fig. 2. Mapping of artist data from the Amon Carter Museum to the CRM ontology

process was slowed-down by lengthy discussions among the experts on the correct
way to map various attributes (e.g., several issues had over 20 replies by different
CRM experts). After a significant number of weeks spent on numerous revisions
of the mappings and lack of convergence, we decided to suspend the mapping
process until the CRM experts could provide clear and consistent guidance.

Validating the mappings: To address the challenges in creating consistent
and correct mappings, we developed the AAC Mapping Validator,11 (Figure 3).
In this tool, two of our Semantic Web experts defined a target mapping for
each of the relevant pieces of information from the museums. The figure shows
the target mapping for Classification. The Mapping Validator implements this
target mapping as a query, which can then be run against any one of several
SPARQL Endpoints. The upper half of the figure shows that the AAC Endpoint
has been selected, and a specific object from the National Portrait Gallery is
specified. The tool runs that SPARQL query for the target mapping against the
AAC triplestore and displays the result for the specified object (#49748).

The validation tool led to a dramatic improvement in the efficiency of the
mapping process. The validation tool diagram showed students how to map the
data, and the query enabled students to test their mappings after loading the
RDF in the triplestore.

At this point, a year into the project, more than half of the datasets had
been mapped twice. For many attributes, the templates defined in the valida-
tion tool required mapping the data a third time. In order to meet the project
deadlines, we recruited a team of 6 M.S. students to participate in an intense
2-week “Karma-fest” after their final exams. Using the validation tool for guid-
ance, and Karma to build the mappings, the students re-mapped the datasets
for 12 of the 13 AAC museums. The two museums that were left out were the
Archives of American Art, whose data was very different from the other muse-
ums since it is an archive, and the Yale Center for British Art, which had already
mapped their data to the CRM. Then in the spring 2017 we had one student

11 http://review.americanartcollaborative.org
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Fig. 3. The Mapping Validator specifies the target mapping and queries the triplestore
based on the mapping to verify that the mapping is done correctly

refine the mappings based on a new review, complete some missing pieces, and
map the Archives data. Table 2 shows the details of mappings created for each
museum, including the number of data transformations, structure transforma-
tions, classes, semantic types, and links between classes. Table 3 provides details
of the data produced by the mappings, including the number of constituents
(e.g., artists), object, events, places, and the total number of triples.

In this process, we learned a number of important lessons:

Lesson 1 - Reproducible Workflows To enable construction of repro-
ducible workflows, allow museums to submit the raw data exported from their
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collection management systems, and implement the necessary data cleaning as
part of the mapping workflows. We found line-based data formats, such as JSON
Lines, CSV, or XLS, to be much easier to work with compared to large document
formats, such as XML or JSON dictionaries.

Lesson 2 - Shared Repository: GitHub proved invaluable for managing
multiple data submissions from museums, multiple versions of the mappings and
associated resources, and the issues raised during the mapping process. Karma
was extended to support the GitHub-based workflow, providing a one-click pub-
lish mapping command to publish into Github the R2RML file along with a
visualization of the mapping, which is automatically created using Graphviz.12

Lesson 3 - Data Cleaning: The data submitted was of varied quality be-
cause most museum data has legacy data issues that have not been resolved for
decades. For example, museums do not consistently record dates, dimensions,
or have consistent ways of referring to an ”unknown” work of art. A signifi-
cant amount of data cleaning is necessary to produce high quality RDF. Karma
supports arbitrary data transformations as part of the mapping process (using
Python scripts), which made it possible to address an open-ended set of data
cleaning scenarios.

Lesson 4 - Mapping Inconsistencies: Even though the CRM is a very
prescriptive ontology, different CRM experts may map the same data differently,
making it difficult to write reliable SPARQL queries. A template-based validation
tool makes it easy to enforce consistency.

Lesson 5 - Expert Review: A formal review process by an outside consul-
tant was very effective in identifying and resolving problems and inconsistencies
in the mapping of the data. The USC students conducting the mapping were

12 http://www.graphviz.org

Table 2. The AAC mappings

Data Structure Semantic
Museum Trans. Trans. Classes Types Links

Archives of American Art 46 0 30 65 43
Amon Carter Museum 13 3 13 26 14

Autry Museum 76 0 46 87 49
Crystal Bridges Museum 112 6 74 132 89

Colby College Museum of Art 52 0 36 69 52
Dallas Museum of Art 46 0 27 55 39

Gilcrease Museum 105 5 75 132 109
Indianapolis Museum of Art 87 2 55 101 75

National Museum of Wildlife Art 37 0 24 47 34
National Portrait Gallery 112 2 64 118 69

Princeton University Art Museum 116 5 95 153 115
Smithsonian American Art Museum 88 4 67 114 95

Walters Art Museum 78 8 56 99 71

Total 968 35 662 1,198 854
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Table 3. The results of applying the mappings

Museum Constituents Objects Events Places Triples

Archives of American Art 6,944 15,025 7,301 1,592 210,360
Amon Carter Museum 806 6,421 13,164 532 225,528

Autry Museum 148 193 558 0 14,639
Crystal Bridges Museum 514 1,691 3,384 0 96,533

Colby College Museum of Art 2,210 8,217 18,905 0 456,711
Dallas Museum of Art 1,299 2,229 5,639 0 114,184

Gilcrease Museum 1,578 20,904 83,603 4,159 1,851,246
Indianapolis Museum of Art 2,131 22,314 34,560 432 846,952

National Museum of Wildlife Art 376 2,208 2,226 0 83,486
National Portrait Gallery 12,553 16,829 54,097 5,713 1,902,699

Princeton University Art Museum 2,899 13,314 43,828 881 1,253,239
Smithsonian American Art Museum 20,490 43,038 106,534 3,042 2,597,938

Walters Art Museum 182 801 1722 159 60,136

Total 52,130 153,184 375,521 16,510 9,713,651

not art experts or CRM experts and at times made assumptions that did not
work for the museums or were incorrect mappings, but were not identified by
the validation tool.

3 Linking and Reviewing the Data

An important aspect of producing high quality Linked Data is to link subjects
to external datasets. In the cultural heritage community, the Getty Union List
of Artist Names (ULAN) is an authoritative reference dataset, containing over
650,000 names for over 160,000 artists. The goal of our linking effort was to
discover links to ULAN for artists in the museum datasets.

Museums take enormous pride on the quality of their data, so they want 100%
correct links. They were willing to manually review every link before publication,
so we developed a workflow where an automated algorithm first proposes links
(pairs of museum actors and ULAN artists), and a human curator verifies each
link. Given the large number of artists (52,130), the review effort is significant,
so it was important to use a high precision algorithm to propose candidate links
for review. A natural approach was to use existing tools, as the students working
on the project are not experts in entity resolution algorithms.

We explored several different approaches to generate candidate links. We first
assigned a student to work with Dedupe,13 a popular entity resolution library
based on Bilenko’s work [4]. Initial results with a subset of the data were good,
but then we ran into problems getting the algorithm to scale to the full ULAN
dataset, running out of memory. Next we assigned a student to use SILK [5], a
popular entity resolution tool. But the student struggled to configure the soft-
ware to generate good results and we decided to abandon this approach after
several weeks of effort.

13 https://github.com/dedupeio/dedupe



Lessons Learned in Building Linked Data for the... 9

Fig. 4. Screenshot of the Link Review Tool

We then assigned a student to implement a simple blocking scheme using
birth year and the first two characters of the names (for records that didn’t
include birth year). He compared the names using Hybrid Jaccard with Jaro
Winkler string similarity. Reusing software found on GitHub, he was able to
implement this simple algorithm in a couple of weeks and tune the similarity
thresholds in a few more weeks. The final algorithm uses different thresholds for
records where birth or death dates are available, using a stricter string compar-
ison threshold for records without birth or death years. Although not efficient,
the algorithm produces links for the entire dataset in 20 hours running on a
laptop.

The automated algorithm produced 24,733 links that needed to be reviewed
by museum personnel. Some museums wanted links to be independently reviewed
by more than one person and published if at least two reviewers approved them.
We developed a generic link review tool optimized to support efficient and accu-
rate comparison of pairs of records. The tool (Figure 4) requires the two datasets
to be represented in the same schema to enable building a simple card that shows
values side by side. Each row shows the values of one record field, placing the
values side-by-side to support rapid assessment. The card segregates fields with
identical values from fields with different values so users can quickly see the
differences. When multiple candidates exist for a single record, the tool shows
all cards for the record in a single page. Even though the number of links is
large, all museums reviewed their links in a week or two, sometimes with mul-
tiple personnel conducting the review. There was a range of time reported for
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reviewing candidate links, ranging from 18 to 51 seconds to review each one. Not
surprisingly, museums with fewer candidates spent more time on each candidate.

Fig. 5. Status chart from the Link Review Tool showing the work
completed for each museum

Figure 5 shows
the statistics chart
present in the home
page of the link
review tool. For
each museum it
shows the total
number of links
in need of review,
and progress to-
wards completion.
The “Not Sure”
category is the
result of sparse
records, contain-
ing values for too
few fields to en-
able confident as-
sessment. The large number of “Unmatched” records for NPG (National Portrait
Gallery) is the result of a large number of constituent records for people depicted
in the painting with names similar to that of artists.

Table 4 summarizes the data and results of the linking process. Column G
shows the number of links to ULAN records present in the datasets provided
by the museum. We used these links as ground-truth to evaluate our automated
algorithm: columns P , R and F shows the precision, recall and F1-measure of
our algorithm. We hypothesize that the set of links provided do not represent
a random sample of artists given that the number of rejected links shown in

Table 4. Statistics on the linking process.

Museum |Artists| |G| P R F |Pairs| |G ∩A| |G∗| |A \G| |A∗| |G \A|
AAA 6,944 0 - - - 3,772 - - 2,038 - -
ACM 772 0 - - - 491 - - 377 - -

AM 114 73 .93 .75 .83 88 55 0 6 0 18
CBM 513 0 - - - 461 - - 354 - -

CCMA 2,005 1,060 .96 .85 .90 1,432 1,043 1 0 0 17
DMA 649 0 - - - 543 - - 358 - -

GM 1,198 266 1.0 .94 .97 330 229 0 16 1 37
IMA 2,077 671 .96 .92 .94 1,437 596 17 359 1 58

NMWA 375 0 - - - 301 - - 135 - -
NPG 12,552 0 - - - 6,816 - - 1,919 - -

PUAM 2,866 1,174 .95 .90 .93 2004 - - - - 1,174
SAAM 12,439 0 - - - 6,891 - - 3,769 - -
WAM 181 105 .98 .95 .97 167 99 1 26 0 6

Total 42,685 3,349 .96 .88 .92 24,733 2,022 19 9,357 2 1,310
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Figure 5 is much larger than the precision numbers in the table suggest. The Pairs
column represents the number of candidate links generated by our algorithm.
The number of pairs is always smaller than the number of artists because ULAN
is incomplete. Column G ∩ A shows the number of approved links that were
part of the museum data. The reduced number is a result of sub-optimality of
the blocking algorithms and recall failures of the matching algorithm. Column
G∗ shows the count of incorrect ULAN links present in the museum dataset.
We identified the links where the museum and our review tool disagree, and
we evaluated the links by looking at the Web pages in the museum and Getty
websites. Similarly, A∗ shows the count of incorrect links produced by our review
tool. Column A \G contains the counts of new links produced with our linking
workflow. The number of new links is more than double the number of links
present in the museum databases. The last column shows the counts of links
present in the museum databases that were not discovered by our workflow. The
numbers are relatively small, except for PUAM, which opted out of the review.

Lesson 6 - Linking Tools: We found it difficult to configure and use existing
semantic web linking tools to generate links against a large dataset, such as
ULAN, DBPedia, and VIAF. We need to have scalable, easy-to-configure, easy
to work with libraries for creating the links.

Lesson 7 - Manual Review: Users are willing to invest significant time
and effort to ensure that the final data is accurate (a few weeks of effort by
museum personnel more than tripled the number of existing links).

4 Using the Data

The goals of the American Art Collaborative include finding ways to foster col-
laboration among multiple institutions over time to support exploration, schol-
arship, and information access. Thus, establishing methods that allow federated,
linked information to grow over time along with the commitment of all the peo-
ple who use and manage the information within institutions is critical to success.
The development of the prototype Browse Application described in this section
is important to make Linked Data real to museum users.

The project established a Browse Working Group, involving 6 of the 14 insti-
tutions, to design and develop a usable application for exploring the AAC data.
The group began the process by identifying the goals of the partner institutions,
as well as gathering ideas for the types of explorations that were difficult to do
currently on the web. An analysis survey was developed to gather qualitative
input from curators, registrars, educators, and outside researchers. One finding
from this analysis was, as expected, that people find it easy to identify barriers
in their existing work processes, yet struggle to imagine alternative approaches.
This validated the projects commitment to a browse application that would
present information in new ways.

The Mapping Validator and the Browse application (Figure 6) were designed
and developed in parallel, making sure that the data to be displayed was valuable
and available. Iterative design focused on both presenting the primary entities
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from the data (people, artworks, museums, and possibly also locations and sub-
jects) and exposing relationships between the entities. Pages for artworks and
artists feature a small panel on the right side that provides links to related
objects and are described with short phrases that describes the relationships.

To help with search and to improve performance across the growing collection
of data, the browse application is populated by querying the triplestore and gen-
erating JSON-LD documents for each primary entity. These documents include
all the associated link references for the entity, to allow rich cross-referencing
within the browse application and to allow populating dynamic JavaScript fea-
tures that need rich data. The JSON-LD documents are stored in Elasticsearch
so that they are easily searchable by the application, which is useful when gen-
erating lists of related artworks based on specific parameters. The triplestore
remains available for more complex and ad hoc queries.

Each page was designed to incorporate small visualizations, aggregations, and
tools that help expose interesting aspects of the data about the pages artwork
or artist. These tools were nicknamed toys in the toybox and presented below
the artwork’s data on the page (Figure 7).14 Each individual toy has its own
horizontal row, and has a profile that expresses what data it needs from the
linked data to be able to present a usable representation. As the entity loads
into the page, the available data is checked against the profiles, and each toy is

14 The depicted screen is under development.

Fig. 6. Screenshot from the Browse application, which allows museums to review their
data and access relationships
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shown or hidden accordingly. This allows developers from different institutions
to create toys over time and for each institution to decide what toys they think
are useful to present with their entity data. The toybox approach extends the
capabilities that are available as the data contributions from partner museums
grows.

Even in its early stages as a prototype, the browse application is proving
useful to all the partner institutions when reviewing the data that has been gen-
erated. This clear, human-readable presentation helps museum data managers
check that the full pipeline from export of their initial data, through mapping
and conversion to RDF, through querying and populating the browse applica-
tion, produces the high quality and accuracy they expect.

Lesson 8 - Data Visualization: An easy to understand visualization is
needed for non-technical users to review the linked data. With a complicated
ontology, existing Linked Data interfaces, such as Pubby,15 are not useful for
users to view their data.

Lesson 9 - Simple Schema: We needed a simple schema rather than the
complicated one provided by the CRM, so we created SPARQL queries to map
subjects, persons, and objects into JSON and then used Elasticsearch to analyze
the interconnections to build the interface.

15 https://github.com/cygri/pubby

Fig. 7. The artwork and artist pages allow small independent tools to be incorporated,
so scholars can discover patterns and have different ways to explore the available data
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5 Related Work

There is a great deal of interest in publishing museum data as Linked Data.
Europeana[6], one of the most ambitious efforts, published the metadata on 17
million items from 1,500 cultural institutions. The Canadian Heritage Informa-
tion Network (CHIN), published the data on 85,000 items from 8 Canadian
museums.16 For both Europeana and CHIN, they integrate the data by publish-
ing a fixed schema and requiring all of the participating institutions to transform
their data into the required format (in a few cases CHIN mapped the data for
the museums). The MuseumFinland published the metadata on 4,000 cultural
artifacts from museums and sites in Finland [7] and the Amsterdam Museum [8]
published the metadata on 73,000 objects. In both of these efforts the data is
first mapped directly from the raw source into RDF and then complex mapping
rules transform the RDF into an RDF expressed in terms of their chosen ontol-
ogy. The LODAC Museum published metadata from 114 museums and research
institutes in Japan [9]. They defined a relatively simple ontology that consists
of objects, artists, and institutions to simplify the mapping process.

Research Space is a large effort to create the infrastructure for conduct-
ing research on cultural heritage data. A number of institutions participate in
research space and have mapped their collections to the CRM ontology and pub-
lished their data as Linked Data. These include the British Museum17 and the
Yale Center for British Art.18 There are also consortiums that are participating
in Research Space, such as the PHAROS project, a consortium of fourteen his-
torical photo archives that are in the process of publishing their data as Linked
Data using the CRM ontology.19 In all these projects, the individual institutions
are responsible for publishing their own data to the CRM ontology and these are
multi-year projects with experienced technical staff that have a strong working
knowledge of both the Semantic Web and the CRM ontology.

In a precursor to this project, we collaborated with the Smithsonian Amer-
ican Art Museum to publish their data as Linked Data [10]. In that project
we also mapped the data to both the EDM and CRM ontologies using Karma,
linked the artists to other sources (DBPedia), and created an initial link review
tool. The AAC project forced us to address the issues of how to do all this work
in a consistent fashion across multiple museums and to do so at scale, such as
the mapping validation tool, the browse application, and a link review tool that
supports crowd sourcing.

In this project we go beyond earlier work in several important ways. First, we
developed a workflow that transforms and maps the data using Karma, and then
validates the mappings using the Mapping Validation tool. Other approaches first
map data directly into RDF [11] and then aligns the RDF with the domain on-
tology [12]. There is also work on specifically mapping to CRM using X3ML [13],
a system that requires mapping data into XML and writing rules to map the

16 http://chin-rcip.canadiana.ca/aclod/about
17 http://collection.britishmuseum.org/
18 http://britishart.yale.edu/collections/using-collections/technology
19 http://pharosartresearch.org
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XML to the corresponding CRM terms. For the AAC that would require manu-
ally writing a prohibitive number of such rules. These other approaches automate
less of the mapping task and all of the data cleaning, mapping validation, and
data verification would need to be done by hand.

Second, in order to provide an integrated view of artists across museums, we
developed a crowd-sourcing link review tool. There is a great deal of work on
linking data, such as the work on Silk [5], but very limited work on how to review
the proposed links. Museums want to publish high-quality data, so verifying the
links is critical part of the linked data creation process. There are several other
tools for solving this problem. Mix’n’match20 is a tool for importing and linking
new data into Wikidata.21 The tool runs a fuzzy name match to generate a set of
candidate entities in Wikidata and then allows the user to confirm or remove the
matches. OpenRefine [14] provides a reconciliation capability that allows users
to link a dataset to another one using specified fields and then interactively
disambiguate the links. Both of these tools provide a link review capability, but
they are targeted to highly technical users and are not well suited to experts in
other fields.

6 Discussion

In this project we collaborated with 14 American art museums to build high-
quality linked data about their artwork. We also created a set of tools that
allowed a team of USC students to map the data without being experts in the
CRM ontology and allowed the staff of the museums to review links to other
resources. These tools, which are all available as open source, include: 1) the
Karma data integration tool,22 which cleans and maps the data, and has been
extended for this project to store all of the associated mappings and data directly
in Github, 2) a Mapping Validation tool23 that provides both a specification of
the precise ontology mapping and corresponding query that returns the data
only if it has been correctly mapped, 3) a data generation tool (available as part
of Karma), which applies the Karma mappings to the datasets to create the
RDF data and load it directly into a triplestore, 4) a general link review tool24

that allows non-technical users to quickly and easily review the links to other
resources, and 5) a browse application25 that allows both the museum staff, art
historians, and the general public to review and explore the resulting Linked
Data. All of these tools are being released as open source. The mapping tools
were used extensively by the students that worked on the project (with limited
background in the Semantic Web) and the link review and browsing tools were
used extensively by the museum staff (who had limited technical background).

20 https://tools.wmflabs.org/mix-n-match/
21 http://www.wikidata.org
22 http://karma.isi.edu
23 http://review.americanartcollaborative.org
24 https://github.com/american-art/linking
25 http://browse.americanartcollaborative.org
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In future work we plan to explore techniques to simplify the task of publish-
ing Linked Data so additional museums can easily join the AAC. Since many
museums already publish their data on the web, we would like to gather, map,
and link their data directly from the content they already make available on-
line. We also want to extend the types of information supported and to link the
existing data to other resources, such as VIAF,26 Geonames, and DBpedia.
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